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1 Problem

In the usual formulation of the Kirchhoff diffraction integral [1], a scalar field with harmonic
time dependence at angular frequency ω is deduced in a charge/current-free volume from
knowledge of the field (or its normal derivative) on the bounding surface. In particular, the
field is propagated forwards in time from the bounding surface to the desired observation
point.

Construct a time-reversed version of the Kirchhoff integral in which the knowledge of the
field on the bounding surface is propagated backwards in time into the volume.

Consider the example of an optical focus at the origin of a system whose optic axis is the
z-axis. In the far field the Gaussian beam has cone angle θ0 ≡

√
2σθ, and the x-component

of the electric field in a spherical coordinate system is given approximately by

Ex(r, θ, φ, t) = E(r)ei(kr−ωt)e−θ2/θ2
0 , (1)

where k = ω/c and c is the speed of light. Deduce the field near the focus.
Since the Kirchhoff diffraction formalism requires the volume to be charge free, the time-

reversed technique is not obviously applicable to cases where the source of the field is inside
the volume. Nonetheless, the reader may find it instructive to apply the time-reversed
diffraction integral to the example of an oscillating dipole at the origin.

2 The Kirchhoff Integral via Green’s Theorem

A standard formulation of Kirchhoff’s diffraction integral for a scalar field ψ(x) with time
dependence e−iωt is

ψ(x) ≈ k

2πi

∮
S

eikr′

r′
ψ(x′) dArea′, (2)

where the spherical waves ei(kr′−ωt)/r′ are outgoing, and r′ is the magnitude of vector r′ =
x − x′.

For a time-reversed formulation in which we retain the time dependence as e−iωt, the
spherical waves of interest are the incoming waves e−i(kr′+ωt)/r′. In brief, the desired time-
reversed diffraction integral is obtained from eq. (2) on replacing i by −i:

ψ(x) ≈ ik

2π

∮
S

e−ikr′

r′
ψ(x′) dArea′. (3)

For completeness, we review the derivation of eqs. (2)-(3) via Green’s theorem. See also,
sec. 10.5 of ref. [2].
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Green tells us that for any two well-behaved scalar fields φ and ψ,∫
V

(φ∇2ψ − ψ∇2φ) dVol =

∮
S

(φ∇′ψ − ψ∇′φ) · dS′, (4)

where the surface element dS′ is directly away from the closed surface S that bounds volume
V .1 We consider fields with harmonic time dependence at frequency ω, and assume the
factor e−iωt. The wave function of interest, ψ, obeys the Helmholtz wave equation,

∇2ψ + k2ψ = −4πg, (5)

where g(x) e−iωt describes the sources of ψ.
We choose function φ(x) to correspond to waves associated with a point source at x′.

That is,
∇2φ+ k2φ = −4πδ3(x′ − x) = −4πδ(r′). (6)

The well-known solutions to this are the incoming and outgoing spherical waves,

φ±(x,x′) =
e±ikr′

r′
, (7)

where the + sign corresponds to the outgoing wave. We recall that

∇′r′ = −r′

r′
= −n̂o, (8)

where n̂o points from x′ to the observer at x. Then,

∇′φ± = ∓4πikn̂o

(
1 ± 1

ikr′

)
φ. (9)

Inserting eqs. (5)-(9) into eq. (4), we find

ψ(x) =

∫
V

g
e±ikr′

r′
dVol′ − 1

4π

∮
S

e±ikr′

r′
n̂′ ·

[
∇′ψ ± ikn̂o

(
1 ± 1

ikr′

)
ψ

]
dArea′, (10)

where the overall minus sign for the surface integral holds with the convention that volume
V is exterior to the surface S and that n̂′ is the inward normal to the surface.

Consider also the case that volume V is interior to surface S. If all sources are contained
in a finite volume then the surface integral in eq. (10) vanishes as that surface is taken to
“infinity”. Hence, we obtain a solution for ψ in terms of its sources g as

ψ(x, t) = ψ(x) e−iωt =

∫
V

g(x′)
e−iω(t∓r′/c)

r′
dVol′ =

∫
V

g(x′, t′)
r′

dVol′, (11)

where V is any volume that encloses all of the sources, and t′ = t ∓ r′/c is the retarded
(advanced) time at the source point x′. That is, the retarded (or advanced) solution emerges
from the Green-Kirchhoff analysis (although this is typically not mentioned2).

1Note that volume V can be either exterior or interior to the bounding surface S. In case volume V is
exterior to surface S the surface element dS′ is directed inwards.

2A noteworthy exception is sec. 8.1 of [3].
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Equation (10) is typically applied to situations where there are no sources within volume
V so the volume integral is zero. The meaning of the surface integral in eq. (10) is subtle
when sources are present within volume V , because information as to the wavefunction ψ
only on the surface does not clarify whether or not those sources are actually present. Thus,
the surface integral in eq. (10) is, in general, nonzero even when sources are present, and
must be interpreted with care. For an example, see sec. 2.6 below.

We now consider cases where the sources of the wave ψ are outside volume V and far
from the boundary surface S, so that on the boundary ψ is well approximated as a spherical
wave,

ψ(x′) ≈ A
eikrs

rs
, (12)

where rs is the magnitude of the vector rs = x′ − xs from the effective source point xs to
the point x′ on the boundary surface. In this case,

∇′ψ = ikn̂s

(
1 ± 1

ikrs

)
ψ, (13)

where n̂s = rs/rs.
We also suppose that the observation point is far from the boundary surface, so that

kr′ � 1 as well as krs � 1. Hence, we neglect the terms in 1/ikr′ and 1/ikrs to find

ψ(x) = − ik

4π

∫
S

e±ikr′

r′
n̂′ · (n̂s ± n̂o)ψ(x′) dArea′. (14)

The usual formulation, eq. (2), of Kirchhoff’s law is obtained using outgoing waves (+
signs), and the paraxial approximation that n̂′ ≈ n̂o ≈ n̂s. The latter approximation tacitly
assumes that the sources are outside volume V .

Here, we are interested in cases where the effective sources are outside the bounding
surface S (so that V is the volume interior to that surface). Then, the paraxial approximation
is n̂′ ≈ n̂o ≈ −n̂s. When reconstructing ψ(x, t) from information on the boundary at time
t′ > t via the incoming wave function, we use the − signs in eq. (14) to find eq. (3).

3 A Plane Wave

The time-reversed Kirchhoff integral (3) for the x component of the electric field is

Ex(obs, now) =
ik

2π

∫
e−ikr′

r′
Ex(r, θ, φ, future) dArea′, (15)

where r′ is the distance from the observation point robs = (x, y, z) in rectangular coordinates
to a point r = r(sin θ cosφ, sin θ sinφ, cos θ) on a sphere of radius r in the far field.

As a first example, consider a plane electromagnetic wave,

Ex = E0e
i(kz−ωt) = E0e

i(kr cos θ−ωt), (16)

where the second form holds in a spherical coordinate system (r, θ, φ) where θ is measured
with respect to the z axis. We take the point of observation to be (x, y, z) = (0, 0, r0), and
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evaluate the diffraction integral (15) over a sphere of radius r � r0. In the exponential
factor in the Kirchhoff integral, we approximate r′ as

r′ ≈ r − r̂ · robs = r − r0 cos θ, (17)

while in the denominator we approximate r′ as r. Then,

Ex(obs) ≈ ik

2π

∫ 1

−1

r2 d cos θ

∫ 2π

0

dφ
e−ik(r−r0 cos θ)

r
E0e

ikr cos θ

=
r

r + r0
E0[e

ikr0 − e−ik(2r+r0)] (18)

≈ E0e
ikr0,

where we ignore the rapidly oscillating term e−ik(2r+r0) as unphysical.
This verifies that the time-reversed diffraction formula works for a simple example.

4 The Transverse Field near a Laser Focus

We now consider the far field of a laser beam whose optic axis is the z axis with focal
point at the origin. The polarization is along the x axis, and the electric field has Gaussian
dependence on polar angle with characteristic angle θ0 � 1. Then, we can write

Ex(r, θ, φ) = E(r)eikre−θ2/θ2
0 , (19)

where E(r) is the magnitude of the electric field on the optic axis at distance r from the
focus. In the exponential factor in the Kirchhoff integral (15), r′ is the distance from the
observation point robs = (x, y, z) to a point r = r(sin θ cos φ, sin θ sinφ, cos θ) on the sphere.
We approximate r′ as

r′ ≈ r − r̂ · robs = r − x sin θ cos φ− y sin θ sinφ− z cos θ, (20)

while in the denominator we approximate r′ as r. Inserting eqs. (19) and (20) into (15), we
find

Ex(obs) =
ikrE(r)

2π

∫ 1

−1

eikz cos θe−θ2/θ2
0 d cos θ

∫ 2π

0

eikx sin θ cosφ+iky sin θ sinφ dφ

= ikrE(r)

∫ 1

−1

eikz cos θe−θ2/θ2
0J0(kρ sin θ) d cos θ, (21)

where
ρ =

√
x2 + y2, (22)

and J0 is the Bessel function of order zero.
Since we assume that the characteristic angle θ0 of the laser beam is small, we can

approximate cos θ as 1 − θ2/2 and kρ sin θ as kρθ. Then, we have

Ex(obs) ≈ ikrE(r)eikz

∫ ∞

0

e−(2/θ2
0+ikz)θ2/2J0

(√
2kρ

√
θ2/2

)
d(θ2/2)

=
ikθ2

0rE(r)eikze−k2θ2
0ρ2/4(1+ikθ2

0z/2)

2(1 + ikθ2
0z/2)

, (23)
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where the Laplace transform, which is given explicitly in [4], can be evaluated using the
series expansion for the Bessel function. This expression can be put in a more familiar form
by introducing the Rayleigh range (depth of focus),

z0 =
2

kθ2
0

, (24)

and the so-called waist of the laser beam,

w0 = θ0z0 =
2

kθ0
. (25)

We define the electric field strength at the focus (ρ = 0, z = 0) to be E0, so we learn that
the far-field strength is related by

E(r) = −iz0

r
E0. (26)

The factor −i = e−iπ/2 is the 90◦ Gouy phase shift between the focus and the far field. Then,
the transverse component of the electric field near the focus is

Ex(x, y, z) ≈ E0
e−ρ2/w2

0(1+iz/z0)eikz

(1 + iz/z0)

= E0
e−ρ2/w2

0(1+z2/z2
0)e−i tan−1 z/z0eiρ2z/w2

0z0(1+z2/z2
0)eikz√

1 + (z/z0)2
. (27)

This is the usual form for the lowest-order mode of a linearly polarized Gaussian laser beam
[5]. Figure 1 plots this field.

The Gaussian beam (27) could also be deduced by a similar argument using eq. (2),
starting from the far field of the laser before the focus. The form (27) is symmetric in z
except for a phase factor, and so is a solution to the problem of transporting a wave from
z = −r to z = +r such that the functional dependence on ρ and z is invariant up to a phase
factor. One of the earliest derivations [6] of the Gaussian beam was based on the formulation
of this problem as an integral equation for the eigenfunction (27).

5 The Longitudinal Field near a Laser Focus

Far from the focus, the electric field E(r) is perpendicular to the radius vector r. For a field
linearly polarized in the x direction, there must also be a longitudinal component Ez related
by

E · r̂ = Ex sin θ cos φ+ Ez cos θ = 0. (28)

Thus, far from the focus,
Ez(r) = −Ex(r) tan θ cosφ. (29)
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Figure 1: The electric field Ex(x, 0, z) of a linearly polarized Gaussian beam
with diffraction angle θ0 = 0.45.

Then, similarly to eqs. (15) and (21), we have

Ez(obs) =
ik

2π

∫
e−ikr′

r′
Ez(r) dArea

= − ikrE(r)

2π

∫ 1

−1

eikz cos θe−θ2/θ2
0 tan θ d cos θ

∫ 2π

0

eikx sin θ cosφ+iky sin θ sinφ cos φ dφ

= − ikxz0E0

ρ

∫ 1

−1

eikz cos θe−θ2/θ2
0 tan θJ1(kρ sin θ) d cos θ, (30)

using eq. (3.937.2) of [7].
We again note that the integrand is significant only for small θ, so we can approximate

eq. (30) as the Laplace transform

Ez(x, y, z) ≈ −ik2xz0E0e
ikz

√
2

∫ ∞

0

e−(2/θ2
0+ikz)θ2/2

√
θ2/2J1

(√
2kρ

√
θ2/2

)
d(θ2/2)

= − ik
2θ4

0xz0E0e
ikze−ρ2/w2

0(1+iz/z0)

4(1 + iz/z0)2
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= −iθ0
x

w0

Ex(x, y, z)

(1 + iz/z0)
, (31)

with Ex given by eq. (27). Figure 2 plots this field.

Figure 2: The electric field Ez(x, 0, z) of a linearly polarized Gaussian beam
with diffraction angle θ0 = 0.45.

Together, the electric field components given by eqs. (27) and (31) satisfy the Maxwell
equation ∇ · E = 0 to order θ2

0 [8, 9, 10].

6 Oscillating Dipole at the Origin

We cannot expect the Kirchhoff diffraction integral to apply to the example of an oscillating
dipole, if our bounding surface surrounds the dipole. Let us see what happens if we try to
use eq. (3) anyway.

The dipole is taken to be at the origin, with moment p along the x axis. Then, the
radiation field has only the x-component

Ex = k2p sin2 θx
eikr

r
, (32)
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where θx is the angle between the x axis and a radius vector to the observer. In a spherical
coordinate system (r, θ, φ) that favors the z axis, we have cos θx = sin θ cos φ, and the x
component of the radiation field a the sphere of radius r is

Ex(r, θ, φ) = k2p (1 − sin2 θ cos2 φ)
eikr

r
. (33)

We consider an observer near the origin at (x, y, z) = (0, 0, r0), for which sin θx = 1, and so
the electric field, including the near field terms,3 is

Ex(obs) = k3p eikr0

(
1

kr0
+

i

k2r2
0

− 1

k3r3
0

)
. (34)

We now attempt to reconstruct this field near the origin from its value on a sphere of
radius r � r0 using the time-reversed Kirchhoff integral (3).

In the time-reversed Kirchhoff integral (3), we make the usual approximation that r′ =
r − r0 cos θ in the exponential factor, but r′ = r in the denominator. Then, using eq. (33)
we have

Ex(obs) ≈ ik

2π

∫ 1

−1

r2 d cos θ

∫ 2π

0

dφ
e−ik(r−r0 cos θ)

r
k2p (1 − sin2 θ cos2 φ)

eikr

r

=
ik3p

2

∫ 1

−1

d cos θ eikr0 cos θ(1 + cos2 θ)

= k3p

[
eikr0

(
1

kr0
+

i

k2r2
0

− 1

k3r3
0

)
− e−ikr0

(
1

kr0
− i

k2r2
0

− 1

k3r3
0

)]
. (35)

The first, outgoing wave in the third line of eq. (35) has the desired form (34), while the
second, incoming wave is that associated with an oscillating dipole of strength −p x̂ at the
origin.4

In using eq. (3) we have tacitly assumed that there are no sources within the sphere of
radius r. In that case waves must both enter and exit the surface of the sphere, and its
interior must include both incoming and outgoing waves. Thus, eq. (34) is a valid solution
for the fields inside the sphere, assuming it to contain no sources, given only knowledge on
its surface.

Furthermore, if we have knowledge of the fields only on the surface of the sphere, we do
not know whether the sources are inside or outside the sphere.5

It is impressive to this author that if we have the additional knowledge that the fields
(33) on the surface of the sphere are associated only with outgoing waves (which implies
that there are sources within the sphere) we can obtain a detailed reconstruction of the
fields within the sphere by using eq. (3) and then discarding the predicted incoming waves.6

3See, for example, sec. 9.2 of [2], or prob. 2 of [11].
4See, for example, prob. 12 of [11].
5The argument at the top of p. 3 suggests that the result of the surface integral (35) should actually have

been zero, since the sources of the fields (33) are within the volume that is interior to the surface. However,
since a given set of fields on a surface can be consistent with sources being on either side of that surface, we
cannot expect the surface integral to vanish just because the sources might have been inside the surface.

6Perhaps this technique could be used to reconstruct the fields outside a surface known to contain all
sources, using information about the fields on a more distant surface.
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A Appendix: Review of Vector Diffraction Theory

A better approximation to diffraction of electromagnetic waves is to use vector forms of the
Kirchhoff integral.

An early insight of Stokes [12] is that the transverse character of electromagnetic waves
should permit the use of diffraction integrals involving only transverse vector components.

The first work on vector diffraction theory appears to be that of Love [13], who used
a curious mixture of fields and generalized vector potentials (see also [14, 15]). He did
demonstrate a useful result as to the minimum amount of information about E and B
required on a closed surface S to determine the fields “within” the enclosed volume V . Here,
we follow the argument in sec. 9.2 of [3].

Suppose at some time t there exist two different solutions, E1, B1 and E2, B2, for the
fields in volume V . Consider the difference fields, Ed = E1 − E2 and Bd = B1 − B2, which
satisfy the source-free Maxwell’s equations,

∇ · Ed = 0, ∇ · Bd = 0, (36)

∇ ×Ed = −1

c

∂Bd

∂t
, ∇ × Bd =

1

c

∂Ed

∂t
. (37)

Then, following Poynting [16], we have

∇ · (Ed × Bd) = Bd · ∇× Ed − Ed · ∇ × Bd

= −1

c

(
Bd · ∂Bd

∂t
+ Ed · ∂Ed

∂t

)
= − 1

2c

∂

∂t
(E2

d +B2
d), (38)

and hence,

− 1

2c

d

dt

∫
V

(E2
d +B2

d) dVol =

∮
S

(Ed × Bd) · n̂ dArea

=

∮
S

(Bd × n̂) · Ed dArea =

∮
S

(n̂× Ed) · Bd dArea. (39)

Thus, if either the tangential component of E or B is known on surface S, then either n̂×Ed

or n̂×Bd vanishes everywhere on this surface, and the volume integral is equal to its initial
value all later times. In problems of practical interest, there is some initial time at which
the fields are zero, such that the initial value of the volume integral of the difference fields
is also zero. Then, it follows that the difference fields will be zero at all later times, and
unique solutions for the electromagnetic fields E and B within volume V can be obtained from
knowledge of the tangential component of either E or B on the bounding surface S.7

A version of vector Kirchhoff integrals that use only the fields E and B (of time depen-
dence e−iωt) was given by Stratton and Chu [21] (see also Appendix A.1),

7While the electromagnetic fields E and B have a total of six components at any point, knowledge of
only two of these suffices to determine the others. This result is plausible in that the fields can be written
as a sum of plane waves, each of which has only two independent vector components. For related discussion,
see [17, 18, 19, 20].
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E(x) =

∫
V

(
ik

c
J(x′)

e±ikr

r
+ ρ(x′)∇′ e

±ikr

r

)
dVol′ (40)

− 1

4π

∮
S

{
ik[n̂′ × B(x′)]

e±ikr

r
+ [n̂′ × E(x′)] × ∇′e

±ikr

r
+ [n̂′ · E(x′)]∇′ e

±ikr

r

}
dArea′,

B(x) =
1

c

∫
V

J(x′) × ∇′ e
±ikr

r
dVol′ (41)

+
1

4π

∮
S

{
ik[n̂′ × E(x′)]

e±ikr

r
− [n̂′ × B(x′)] × ∇′e

±ikr

r
− [n̂′ · B(x′)]∇′ e

±ikr

r

}
dArea′,

where n̂′ is the outward unit vector normal to surface S, and r = |x − x′|. The forms (40)-
(41) use all six components of E and B on the surface, while only two of these are actually
needed. Hence, there must be alternative forms of the integrals.8

One such set of alternative integrals has been given by Kottler [26, 27] and again by
Franz [28, 29, 30] using a dyadic Green’s function (see also Appendices A.3 and A.4),9,10

E(x) =

∫
V

(
ik

c
J(x′)

e±ikr

r
+ ρ(x′)∇′ e

±ikr

r

)
dVol′ +

i

ω

∮
S

(J · n̂′)∇′ e
±ikr

r
dArea′

− 1

4π
∇ ×

∮
S

{
n̂′ × E(x′)

e±ikr

r
+
i

k
∇ × [n̂′ × B(x′)]

e±ikr

r

}
dArea′, (42)

B(x) =
1

c

∫
V

J(x′) ×∇′ e
±ikr

r
dVol′

− 1

4π
∇ ×

∮
S

{
n̂′ × B(x′)

e±ikr

r
− i

k
∇ × [n̂′ × E(x′)]

e±ikr

r

}
dArea′. (43)

However, these forms still require knowledge of four vector components on the surface S,
rather than only two. We can reduce the number of needed components to three, i.e., those
of either E or B, via the Maxwell equations

E(x′) =
i

k
∇′ × B(x′) +

4πi

ω
J(x′), B(x′) = − i

k
∇′ × E(x′). (44)

A.1 Example: A Plane Wave

To illustrate the use of Kottler’s formulation, (42)-(43), we consider a plane wave,

E = E0 e
i(kz−ωt) x̂, B = E0 e

i(kz−ωt) ŷ, (45)

8An interesting aspect of eqs. (40)-(41) is that the volume integrals over the sources can be used to find
the fields when the surface S is removed to “infinity”. These volume integrals have come to be called the
“Jefimenko” equations, although they appear in Stratton’s book [3], the paper of Stratton and Chu [21], and
can be traced as far back as in papers by Ignatowsky [23, 24]. See also [25]. These integrals are described
by Franz [30] as “well-known” in that they follow quickly from E = −∇V + ikA, and B = ∇×A using the
advanced or retarded potentials V =

∫
V

(ρ e±ikr/r) dVol and A =
∫

V
(J e±ikr/cr) dVol.

9The operations involving ∇, which act only on the factor r, should be performed before the surface
integrations in eqs. (42)-(43).

10The surface integral involving J · n̂′ does not appear in the expressions of Kottler and Franz. It would be
nonzero only if the surface S includes a nonconducting medium, such as a hypothetical, perfectly absorbing
“black” screen.
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and take the surface S to be the plane z = 0 plus a hemisphere at “infinity” at positive z.
We presume that there is no contribution from the hemispherical surface to the computation
of the fields at an observation point (0, 0, z > 0), so that eqs. (42)-(43) yield (using the
retarded secondary waves),

E(0, 0, z) eiωt =
E0

4π
∇ ×

∮
z′=0

{
ŷ
eikr

r
− i

k
∇ × x̂

eikr

r

}
dArea′, (46)

B(0, 0, z) eiωt = −E0

4π
∇ ×

∮
z′=0

{
x̂
eikr

r
− i

k
∇ × ŷ

eikr

r

}
dArea′, (47)

where r =
√
x′2 + y′2 + z2 and we have noted that n̂′ = −ẑ. If we take

∮
z′=0

eikr

r
dArea′ = K − 2π eikz

ik
, (48)

for some constant K, then

E(0, 0, z) eiωt = − E0

2ik
∇×

{
ŷ eikz − i

k
∇ × x̂ eikz

}
= −E0

ik
∇× ŷ eikz = E0 x̂ eikz,(49)

B(0, 0, z) eiωt =
E0

2ik
∇ ×

{
x̂ eikz +

i

k
∇× ŷ eikz

}
=
E0

ik
∇ × x̂ eikz = E0 ŷ eikz, (50)

as expected (which validates eq. (48)).

A.2 Smythe’s Formulation

Smythe [31, 32] has given a formulation for the special case that there exist a perfectly
conducting plane screen, say at z = 0 with apertures, and all charges and currents not on
that screen are to one side if it, say z < 0. Then, in Kottler’s formulation (43)-(44) we can
again take the surface S to be the plane z = 0 plus a hemisphere at “infinity” at positive z.
We presume that there is no contribution from the hemispherical surface to the computation
of the fields at an observation point (0, 0, z > 0) to find (noting that n̂′ = −ẑ′ on the plane
z′ = 0),

E(x) =
1

4π
∇ ×

∮
z′=0

{
ẑ × E(x′)

eikr

r
+
i

k
∇ × [ẑ× B(x′)]

eikr

r

}
dArea′, (51)

B(x) =
1

4π
∇ ×

∮
z′=0

{
ẑ × B(x′)

eikr

r
− i

k
∇ × [ẑ × E(x′)]

eikr

r

}
dArea′. (52)

As ẑ × E(z = 0) is a tangential to the plane z = 0, it must vanish next to the perfect
conductor (but not in the apertures).

Smythe’s argument is, in effect, that the two terms in the integrand of eq. (51) make
equal contributions, such that

E(x) =
1

2π
∇ ×

∮
z′=0

ẑ × E(x′)
eikr

r
dArea′ =

i

2πk
∇ ×∇ ×

∮
z′=0

ẑ × B(x′)
eikr

r
dArea′. (53)
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Then, using eq. (44), and comparing with eq. (52),

B(x) =
1

2πik
∇ × ∇ ×

∮
z′=0

ẑ × E(x′)
eikr

r
dArea′

=
1

2π
∇ ×

∮
z′=0

ẑ × B(x′)
eikr

r
dArea′. (54)

Smythe’s formulation comes close to realizing Love’s insight that the electromagnetic fields
E and B within volume V can be obtained from knowledge only of the tangential component
of either E or B on the bounding surface S.

If the screen were not present but the sources elsewhere remained the same, Smythe’s
relations (53)-(54) would apply to the fields in the case, which we label as the incident fields
Ei and Bi. When the screen is present the total fields can be written as the sum of the
incident fields and scattered fields, E = Ei + Es and B = Bi + Bs. It follows that Smythe’s
relations (53)-(54) also hold for the scattered fields Es and Bs. That is, these relations hold
separately for the total fields, the incident fields and the scattered fields.

An agument for Smythe’s formulation is given in sec. 10.7 of [2], and also in [33], that
appears to be based on the physically unreasonable assumption that no currents flow be-
tween one side and the other of a thin plane screen. Smythe does not appear to make this
assumption (which does seem to be valid for plane waves of normal incidence).

12



A.3 Derivation of the Stratton-Chu Equations

Following Love [13], Stratton and Chu [21] invoke a vector form of Green’s second identity,

∫
V

[P · ∇′ × (∇′ × Q) − Q · ∇′ × (∇′ × P)] dVol′

=

∮
S

[Q × (∇′ × P) − P× (∇′ ×Q)] · n̂′ dArea′

= −
∮

S

[n̂′ × (∇′ × P) · Q + n̂′ × P · (∇′ × Q)] dArea′, (55)

for any two reasonably well behaved vector fields P and Q.
We first take P = E and Q = G(x,x′)q, where q is an arbitrary constant vector, and

G(x,x′) =
e±ik|x−x′ |

4π |x− x′| =
e±ikr

4πr
, (56)

is the free-space Green’s function for the scalar Helmholtz equation

(∇2 + k2)G(x,x′) = (∇′2 + k2)G(x,x′) = −δ3(x− x′). (57)

Then,

∇ ×P = ikB, ∇ × (∇ ×P) = k2E +
4πik

c
J, (58)

and

∇ × Q = ∇G× q, ∇ × (∇ × Q) = ∇(q · ∇G) + k2Gq + δ3(x− x′)q. (59)

Using eqs. (56) and (58)-(59) in eq. (55), we have

q · E(x) =
ik

c
q ·

∫
V

J
e±ikr

r
dVol′ − q

4π
·
∫

V

(E · ∇′)∇′ e
±ikr

r
dVol′

− ikq
4π

·
∮

S

n̂′ × B
e±ikr

r
dArea′ − q

4π
·
∮

S

(n̂′ × E) × ∇′ e
±ikr

r
dArea′, (60)

using the identity (a×b) · (c×d) = d · [(a×b)× c]. Integrating the second volume integral
by parts,

−
∫

V

(E · ∇′)∇′e
±ikr

r
dVol′ =

∫
V

(∇′ ·E)∇′ e
±ikr

r
dVol′ −

∮
S

(E · n̂′)∇′e
±ikr

r
dArea′, (61)

using the first Maxwell equation ∇′ ·E = 4πρ, and noting that the vector q is arbitrary, we
arrive at eq. (40),

E(x) =
ik

c

∫
V

J
e±ikr

r
dVol′ +

∫
V

ρ∇′e
±ikr

r
dVol′

− 1

4π

∮
S

{
ik n̂′ ×B

e±ikr

r
+ (n̂′ × E) × ∇′e

±ikr

r
+ (E · n̂′)∇′e

±ikr

r

}
dArea′. (40)
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Taking instead P = B, then

∇× P = −ikE +
4π

c
J, ∇× (∇ × P) = k2B +

4π

c
∇ × J, (62)

and eq. (55) leads to

q · B(x) =
1

c
q ·

∫
V

∇′ × J
e±ikr

r
dVol′ − q

4π
·
∫

V

(B · ∇′)∇′e
±ikr

r
dVol′

+
ikq

4π
·
∮

S

n̂′ × E
e±ikr

r
dArea′ − q

c
·
∮

S

n̂′ × J
e±ikr

r
dArea′

− q

4π
·
∮

S

(n̂′ × B)× ∇′ e
±ikr

r
dArea′. (63)

Integrating the volume integrals by parts, we have

∫
V

∇′ × J
e±ikr

r
dVol′ =

∫
V

J × ∇′ e
±ikr

r
dVol′ +

∮
S

n̂′ × J
e±ikr

r
dArea′, (64)

and

−
∫

V

(B · ∇′)∇′ e
±ikr

r
dVol′ =

∫
V

(∇′ · B)∇′e
±ikr

r
dVol′ −

∮
S

(B · n̂′)∇′ e
±ikr

r
dArea′, (65)

from which eq. (41) follows, since ∇′ · B = 0,

B(x) =
1

c

∫
V

J × ∇′ e
±ikr

r
dVol′

+
1

4π

∮
S

{
ik n̂′ × E

e±ikr

r
− (n̂′ × B) ×∇′ e

±ikr

r
− (B · n̂′)∇′ e

±ikr

r

}
dArea′. (41)
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A.4 Transformation from the Stratton-Chu Equations to Kottler’s

Equations

Tai [34] has noted that eqs. (40)-(41) can be transformed by taking their curls, and using
the third and fourth Maxwell equations for fields with time dependence e−iωt in the form

E =
4π

ikc
J − 1

ik
∇× B, B =

1

ik
∇× E. (66)

Then, recalling that ∇′ can be replaced by −∇ in eqs. (40)-(41), that ∇′ · J = ikcρ and
that (∇′2 + k2)(e±ikr/r) = −4πδ3(x− x′), the curl of eq. (41) leads to

E(x) =
4π

ikc
J(x) − 1

ikc
∇ ×

∫
V

J ×∇′ e
±ikr

r
dVol′

− 1

4πik
∇ ×

∮
S

{
ik n̂′ × E

e±ikr

r
+ (n̂′ × B) ×∇e±ikr

r
+ (B · n̂′)∇e±ikr

r

}
dArea′

=
4π

ikc
J(x) +

1

ikc

∫
V

[J∇′2 − (J · ∇′)∇′]
e±ikr

r
dVol′

− 1

4π
∇ ×

∮
S

n̂′ × E
e±ikr

r
dArea′ − i

4πk
∇× ∇ ×

∮
S

n̂′ × B
e±ikr

r
dArea′

=
ik

c

∫
V

J
e±ikr

r
dVol′ +

∫
V

ρ∇′e
±ikr

r
dVol′ +

i

ω

∮
S

(J · n̂′)∇′ e
±ikr

r
dArea′

− 1

4π
∇ ×

∮
S

n̂′ × E
e±ikr

r
dArea′ − i

4πk
∇× ∇ ×

∮
S

n̂′ × B
e±ikr

r
dArea′. (42)

Similarly, the curl of eq. (40) leads to

B(x) =
1

ik
∇ ×

∫
V

(
ik

c
J − ρ∇

)
e±ikr

r
dVol′

− 1

4πik
∇ ×

∮
S

{
ik n̂′ × B

e±ikr

r
− (n̂′ × E)× ∇e±ikr

r
− (E · n̂′)∇e±ikr

r

}
dArea′

=
1

c

∫
V

J × ∇′ e
±ikr

r
dVol′

− 1

4π
∇ ×

∮
S

n̂′ × B
e±ikr

r
dArea′ +

i

4πk
∇ ×∇ ×

∮
S

n̂′ × E
e±ikr

r
dArea′. (43)

A.5 Derivation of Kottler’s Equations via Bivectors and Dyadics

We follow Tai [35] in using the notation of bivectors and dyadics to give a compact derivation
of Franz’ results (42)-(43).11

We introduce the notion of a bivector only to compactify the notation for similar pairs
of equations involving the electric and magnetic fields. Given any two vectors, or vector

11Bivectors were defined by Hamilton on p. 665 of [36]. Dyadics may have been first defined by Gibbs on
p. 40 of [37], which work also discusses bivectors on pp. 76-82.
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expressions, a and b, we combine them into a bivector c according to

c = a + hb, (67)

where h =
√−1 = i is the separation constant12 (and not Planck’s constant), which has the

role of identifying the second of the two vector constituents of a bivector.13 Then, if we know
that a = d and b = e we can summarize this as c = g where g = d + h e.

We define the electromagnetic field bivector F as,14

F = E + hB, (68)

such that the third and fourth of Maxwell’s equations (for fields with time dependence e−iωt),

∇ × E = ikB, ∇ × B = −ikE +
4π

c
J, (69)

can be written in bivector form as

∇ ×F = −ikhF +
4π

c
hJ, (70)

using the convention that ∇	F = ∇	E+h∇	B for operation 	 either · or ×, noting that
hF = −B+hE, and restricting the discussion to media in which the (relative) permittivity
and permeability, ε and μ, are unity.15

Taking the curl of eq. (70), we find,

∇× (∇ × F) = −ikh∇× F +
4π

c
h∇ × J = k2F +

4π

c
(ikJ + h∇ × J) . (71)

We define a source bivector g according to

g = ikJ + h∇ × J, (72)

such that the bivector version of Helmholtz equations for the electromagnetic fields is

∇ × (∇ ×F) − k2F = ∇(∇ · F) − (∇2 + k2)F =
4π

c
g. (73)

The next step is to construct a free-space Green’s function for eq. (73) with a point source
at an arbitrary location x′. As ∇ · F is nonzero when sources are present, eq. (72) does not
separate into scalar equations for its x, y and z components. Rather, the desired Green’s

12While Hamilton and Gibbs took h to be i =
√−1, Bateman (sec. 2 of [38]) points out that in some

cases it is advantageous to write h = ±i in that bivector equations can then be decomposed into a pair of
vector equations by equating the coefficients of either the i or the ±. In both conventions, h2 = −1.

13A bivector is closely related to a six vector as introduced by Sommerfeld in sec. 1 of [39].
14The electromagnetic field bivector (68) was first used by Riemann in lectures given around 1860, but

only published in 1901, p. 348 of [40]. It was also used, perhaps independently, by Silberstein (1907), eq. (9)
of [41], where Hamilton is cited for the invention of the bivector.

15Note also that the scalar F ·F = E2 −B2 +2hE ·B is a Lorentz invariant of the electromagnetic fields.
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function is a tensor, as discussed in Appendix I of [42], which can be expressed in dyadic
notation as

G0(x,x
′) = G0(x

′,x) =

(
I +

∇∇
k2

)
e±ikr

r
=

(
I +

∇′∇′

k2

)
e±ikr

r
, (74)

where I = x̂x̂ + ŷŷ + ẑẑ is the unit dyad, and r = |x− x′| as before. This dyadic Green’s
function, which vanishes at infinity, is a solution to the equation

∇×(∇×G0(x,x
′))−k2G0(x,x

′) = ∇(∇ ·G0(x,x
′))−(∇2+k2)G0(x,x

′) = I δ3(x−x′). (75)

To see this, begin by taking the divergence of the first form of eq. (75),

− k2∇ · G0(x,x
′) = ∇ · I δ3(x − x′) = ∇δ3(x − x′) = −∇′δ3(x− x′). (76)

Using this in the second form of eq. (75), we obtain

(∇2 + k2)G0(x,x
′) = −

(
I − ∇∇′

k2

)
δ3(x − x′) = −

(
I +

∇∇
k2

)
δ3(x − x′). (77)

We consider a solution of the form

G0(x,x
′) =

(
I +

∇∇
k2

)
G(x,x′), (78)

which satisfies eq. (77) provided

(∇2 + k2)G(x,x′) = −δ3(x− x′). (79)

Thus, G(x,x′) is the well-known Green’s function for the scalar Helmholtz equation (79),
namely

G(x,x′) =
e±ik|x−x′ |

4π |x− x′| =
e±ikr

4πr
, (80)

and the desired dyadic Green’s function is given by eq. (74).
Finally, we use the vector form of Green’s second identity, eq. (55), taking P = F and

Q = G0.
16 Then, using eqs. (70), (73) and (75), we obtain∫

V

{
F · [k2G0(x − x′) + I δ3(x− x′)] − G0(x − x′) ·

(
k2F +

4π

c
g

)}
dVol′

= −
∮

S

{
n̂′ ×

(
−ikhF +

4π

c
hJ

)
· G0(x − x′) + n̂′ × F · [∇′ × G0(x − x′)

}
dArea′.(81)

That is,

F(x) =
4π

c

∫
V

g · G0(x − x′) dVol′

+

∮
S

n̂′ × F · [−∇× G0(x− x′) + ikhG0(x− x′)] dArea′

−4πh

c

∮
S

n̂′ × J · G0(x − x′) dArea′, (82)

16The vector Q in eq. (55) could also be a dyadic Q, as can be confirmed by writing Q = Q · q, where q
is an arbitrary, constant vector.
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noting that the operator −∇ has the same effect as ∇′ when acting on G0(x + x′).
Equation (82) is relatively compact, but its implications for the fields E and B are not

immediately evident. Recalling the definitions (68) and (72) for the bivectors F and g and
eq. (74) for the dyadic Green’s function G0(x − x′) we learn that

E(x) =
ik

c

∫
V

J ·
(

I +
∇∇
k2

)
e±ikr

r
dVol′

−
∮

S

[
(n̂′ ×E) ·

(
I +

∇∇
k2

)
+ ik n̂′ × B ·

(
I +

∇∇
k2

)]
dArea′

=
ik

c

∫
V

(
J + (J · ∇′)

∇′

k2

)
e±ikr

r
dVol′

− 1

4π

∮
S

[
∇× (n̂′ × E) + (n̂′ ×E · ∇)∇ × ∇

k2

]
e±ikr

r
dArea′

− ik

4π

∮
S

[
n̂′ ×B + (n̂′ × B · ∇)

∇
k2

]
e±ikr

r
dArea′

=
ik

c

∫
V

(
J − (∇′ · J)

∇′

k2

)
e±ikr

r
dVol′ +

i

ω

∮
S

(J · n̂′)∇′e
±ikr

r
dArea′

− 1

4π
∇ ×

∮
S

n̂′ ×E
e±ikr

r
dArea′

− ik

4π

∮
S

[
−n̂′ × B

∇2

k2
+ (n̂′ × B · ∇)

∇
k2

]
e±ikr

r
dArea′

=

∫
V

(
ik

c
J + ρ∇′

)
e±ikr

r
dVol′ +

i

ω

∮
S

(J · n̂′)∇′ e
±ikr

r
dArea′

− 1

4π
∇ ×

∮
S

n̂′ ×E
e±ikr

r
dArea′ − i

4πk
∇ × ∇×

∮
S

n̂′ × B
e±ikr

r
dArea′, (42)

noting that ∇ · J = iωρ expresses charge conservation for currents with time dependence
e−iωt, and that (∇2 + k2)(e±ikr/r) = 0 for points x′ on surface S. Similarly,

B(x) =
1

c

∫
V

∇′ × J ·
(

I +
∇∇
k2

)
e±ikr

r
dVol′

+

∮
S

[
−(n̂′ ×B) · ∇ ×

(
I +

∇∇
k2

)
+ ik n̂′ × E ·

(
I +

∇∇
k2

)]
dArea′

−1

c

∮
S

n̂′ × J ·
(

I +
∇∇
k2

)
e±ikr

r
dArea′

=
1

c

∫
V

(
∇′ × J + [(∇′ × J) · ∇′]

∇′

k2

)
e±ikr

r
dVol′

− 1

4π

∮
S

[
∇ × (n̂′ × B) + (n̂′ ×B · ∇)∇ × ∇

k2

]
e±ikr

r
dArea′

+
ik

4π

∮
S

[
n̂′ × E + (n̂′ × E · ∇)

∇
k2

]
e±ikr

r
dArea′
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−1

c

∮
S

[
n̂′ × J + (n̂′ × J ·∇′)

∇′

k2

]
e±ikr

r
dArea′

=
1

c

∫
V

(
J × ∇′ − (∇′ · ∇′ × J)

∇′

k2

)
e±ikr

r
dVol′

+
1

c

∮
S

[
n′ × J + (n̂′ × J · ∇′)

∇′

k2

]
e±ikr

r
dArea′

− 1

4π
∇ ×

∮
S

n̂′ ×B
e±ikr

r
dArea′

+
ik

4π

∮
S

[
−n̂′ × E

∇2

k2
+ (n̂′ × E · ∇)

∇
k2

]
e±ikr

r
dArea′

−1

c

∮
S

[
n̂′ × J + (n̂′ × J ·∇′)

∇′

k2

]
e±ikr

r
dArea′

=
1

c

∫
V

J × ∇′e
±ikr

r
dVol′

− 1

4π
∇ ×

∮
S

n̂′ ×B
e±ikr

r
dArea′ +

i

4πk
∇ × ∇ ×

∮
S

n̂′ × E
e±ikr

r
dArea′. (43)

Care is needed in evaluating integrals like
∫

V
G0(x − x′) · J dVol′ at points x inside the

region of nonzero field J. See, for example, [43, 44].
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A.6 Kottler’s Equations Via a Vector Green’s Function

Another formulation of the vector Kirchhoff integrals has been given by Mentzner [45] by
taking the vector Q in eq. (55) to be the vector Green’s function

Q = G = ∇G(x,x′) × q = ∇ ×G(x,x′)q = ∇ × e±ikr

4πr
q, (83)

where q is an arbitrary constant vector.17 Then,

∇×G = ∇× (∇G× q) = (q ·∇)∇G− q∇2G = (q ·∇)∇G+ q[k2G+ δ3(x− x′)]. (84)

and
∇ × (∇× G) = ∇[k2G+ δ3(x− x′)] × q. (85)

Taking P = B in eq. (55), we now obtain

∫
V

{
B · ∇′[k2G + δ3(x − x′)] × q − ∇′G× q ·

(
k2B +

4π

c
∇′ × J

)}
dVol′

= q ·
∫

V

B × ∇′δ3(x − x′) dVol′ − 4π

c
q ·

∫
V

∇G× (∇′ × J) dVol′

= q · ∇× B(x) − 4π

c
qi

∫
V

∂G

∂xj

∂Jj

∂x′i
dVol′ +

4π

c
qi

∫
V

∂G

∂xj

∂Ji

∂x′j
dVol′

= q ·
(
−ikE +

4π

c
J

)
− 4π

c
q ·

∫
S

(∇G · n̂′)J dArea′ − 4π

c
qi

∫
V

∂2G

∂x′i∂x
′
j

Jj dVol′

+
4π

c
q ·

∫
S

(∇ · J)n̂′ dArea′ +
4π

c
q ·

∫
V

∇2GJ dVol′

= q ·
(
−ikE +

4π

c
J

)
− q · ∇ ×

∫
S

n̂′ × 4π

c
J dArea′ − 4π

c
q ·

∫
S

(J · n̂′)∇′G) dArea′

−4π

c
q ·

∫
V

(∇′ · J)∇′GdVol′ − 4π

c
q ·

∫
V

[k2G+ δ3(x − x′)]J dVol′

= q · −ikE− q · ∇ ×
∫

S

n̂′ × 4π

c
J dArea′ − 4π

c
q ·

∫
S

(J · n̂′)∇′G) dArea′

+
4πiω

c
q ·

∫
V

ρ∇′GdVol′ − 4πk2

c
q ·

∫
V

JGdVol′

= −
∮

S

{
n̂′ ×

(
−ikE +

4π

c
J

)
· (∇′G× q) + n̂′ × B · [∇′ × (∇′G× q)]

}
dArea′

=

∮
S

n̂′ ×
(
−ikE +

4π

c
J

)
· (∇G× q) dArea′ −

∮
S

n̂′ × B · [∇× (∇G× q)] dArea′

= −q · ∇ ×
∮

S

n̂′ ×
(
−ikE +

4π

c
J

)
GdArea′ − q · ∇ × ∇ ×

∮
S

n̂′ × BGdArea′, (86)

17For what it’s worth, G is the magnetic field B(x) from an oscillating, point electric dipole at x′ with
moment p = iq/k.
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where to obtain the last equality we note that p · ∇ × (∇G × q) = q · ∇ × (∇ × pG)
when the operator ∇ does not act on either vectors p or q. Comparing the fifth and eighth
equalities, which hold for arbitrary q, we again arrive at Kottler’s eq. (42),

E(x) =
ik

c

∫
V

J
e±ikr

r
dVol′ +

∫
V

ρ∇′e
±ikr

r
dVol′ +

i

ω

∮
S

(J · n̂′)∇′ e
±ikr

r
dArea′

− 1

4π
∇ ×

∮
S

n̂′ × E
e±ikr

r
dArea′ − i

4πk
∇× ∇ ×

∮
S

n̂′ × B
e±ikr

r
dArea′. (42)

By a similar exercise with P = E we again obtain Kottler’s eq. (43).
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